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Biology is being understood also as a quanti-
tative and computational science. Distributed 
information processing and the quantitative 
dynamics of massively distributed molecular 
systems are key when investigating life sys-
tems. Current breakthroughs in synthetic 
biology bring into play the possibility of pro-
gramming such computational biological ma-
chineries. We reflect on these recent ideas and 
the perspectives they open. As usually hap-
pens in interesting and developing fields, open 
challenges largely outnumber answers.

The results of modern genomics and 
other -omics disciplines, greatly improved our 
knowledge about the biochemical and func-
tional network that regulates the cellular life, 
and we have strong insights on some of the 
most important components of the network. 
Many control structures have been identified 
(e.g., power-law in genetic networks, [6]), and 
important links between the network topol-
ogy and functional aspects clarified (Flux Bal-
ance Analysis [7]). It has become evident that 
some solutions found by the evolution have 
optimized not only the physical-chemical 
properties of several molecules but also their 
computational properties. Recent contribu-
tions have clarified the information processing 
nature of protein interaction within a living 
cell [1], the need of a systemic approach for 
understanding cell functioning [2], and the 
suitability of computation as understood in 
computer science, as an interpretation key [3], 
leading to the paradigm “cell as computation”. 

Novel research directions have spawned from 
the approach, e.g. DNA-based technology for 
implementing the computational core of sens-
ing/control processes [4], RNA-based logical 
gates as the basis for the development of “in 
vivo logic processing” [13].

Such recent progresses bring into play the 
programming aspects of computation. The 
theoretical possibility to control the cellular 
molecular machinery leads us to imagine pro-
grammable devices based on biological cells, 
a new frontier in biology, where computer 
science, engineer, and physics work together 
to design new organism or protocells able to 
perform targeted biological actions.

The limits and long-term implications of 
such a scenario are fully to be understood. One 
of the reasons why synthetic biology [8] has 
become very popular is that it promises end-
less possibilities of manipulating organisms 
for achieving a predefined function, although 
to date only microorganisms have been ap-
proached. Current and envisaged applications 
regard the production of biofuel, chemical 
intermediates for pharma-chem industry, de-
stroying pollutants, drug development and 
delivery, and diagnosis and therapeutic tasks.

Together with modifications of extant or-
ganisms [9], one promising approach for the 
bottom-up design and engineering of syn-
thetic systems from their constitutive compo-
nents is the design of standardised biological 
parts in a systematic and rational manner (the 
semi-synthetic approach [10]) where minimal 
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sets of biological macromolecules are encap-
sulated inside liposomes. Which computa-
tional power do semi-synthetic cells have? 
They share with natural cells the capability of 
“chemical computing”, i.e., processing infor-
mation by manipulating chemical “signals”. 
Chemical computing comprises molecular 
recognition, transformation, control activities, 
resounding constructs in traditional program-
ming languages. Chemical computation can 
be exploited to build micro-machines that are 
capable of unconventional computation [11].

How biologically embedded computation 
relates to classical Turing-universal computa-
tion has clearly attracted interest, e.g. [5] for 
bio-chemical computing, and [14, 15] on the 
universality of DNA computing by reduction 
to grammars systems and specific classes of 
cellular automata. Several results prove uni-
versality of biocomputation, others strive to 
define suitable theoretical model for what 
appears to be more suitably described as a 
reactive and distributed system, e.g. parallel 
cellular automata, than a conventional Turing 
machine. Moreover, probabilistic and stochas-
tic phenomena play an essential part in bio 
computation, calling for models that account 
for that, such as Markov chain based models, 
which naturally link to the Gillespie approach 
for biochemistry [16]. It is worth observ-
ing how bio-embodied computation heav-
ily depends on the “hardware” (although this 
seems not to be a suitable term) on which it 
is executed, differently from Turing computa-
tion that is not bound to any specific executor, 
such as the von Neumann architecture.

The fact that, quite differently from clas-
sical programming, the execution environment 
is largely uncontrollable and currently poorly 
understood represents one of the main limi-
tations and difficulties of a full-fledged syn-
thetic programming. Modularity, one of the 
desirable property when designing complex 

systems, often does not hold, since the be-
haviour of the whole system is often a pos-
sibly stochastic emergent property, which can 
be observed only at system level and can not 
be easily understood from the collection of the 
components considered in isolation. Biologi-
cal computation observed in living organisms 
is not always clearly recognizable as classical 
computation. Which are the missing con-
structs of a programming language for biolog-
ical computation? Are differences due to the 
different ways in which “the program is being 
developed”, i.e. evolution vs. human design?

Looking further ahead, which are the im-
plications when scaling to organs and organ-
isms? For instance, will we be able to program 
the healing or well-being of an organ? And of 
an organism? Interestingly, can we program 
the brain as we aim to program other organs? 
Although the latter may sound a bit vision-
ary, there has been a lot of progress from the 
publication of the Hodgkin-Huxley model 
of the neuron, and models of action poten-
tials, inter-neuronal communication, dendritic 
spines and synaptic boutons dynamics, neuro-
modulation, plasticity and development have 
been proposed [18]. Neuronal activity can be 
measured in the living brain and correlated 
with ongoing behavior. To overcome correla-
tion and investigate causal impact of neuronal 
activity to behavior, new techniques have been 
developed to take control of single neurons in 
a living brain with high spatiotemporal reso-
lution: optogenetics let us control neuronal 
activity in-vivo by using photons, and opto-
genetic actuators can be placed in specific cell 
types gaining high spatiotemporal resolution. 
To program animal behaviour by manipulat-
ing neuronal activity has been proved possible, 
but major improvements in both models and 
techniques are needed [17, 19].

Synaptic plasticity is understood to be the 
mechanism underlying learning and memory, 
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and several insights have been obtained elu-
cidating where memory is stored, how many 
types of memory exist and what are the mo-
lecular basis and the structural mechanisms 
of some forms of memory. Biological memory 
storage is the result of the interaction of sev-
eral processes. During the retrieval, update 
and integration of a given memory with other 
memories, it is possible to obtain destabiliza-
tion and restabilization of memory. In some 

forms of memory, the retrieval of long-term 
traces can yields a transient destabilization of 
the traces and a persistent change of them. 
A complex molecular machinery is involved in 
such memory processes [12]. Roughly speak-
ing, one could see these processes as a molec-
ular foundation of psychology, which manipu-
lates and heals disturbing memories through 
recalling them. Can these molecular machines 
be programmed? Which are the implications?
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